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Highlights

m We study offline multitask representation learning in reinforcement learning.

m Learner is provided with offline datasets from different tasks with shared representation.

m \We prove our proposed algorithm can learn near-accurate model and near-optimal policies.

m Ve show theoretical benefits of using learned representation in downstream reward-free,
offline and online RL tasks.

Setting

m We consider low-rank episodic MDPs (S, A, H, P, r): tvvo unknown embedding functions
¢ 8><A—>Rdandu .S = R suchthatforalls ss€Sandac A,

P*( '|5,a) = (¢} (s, a), /Lh( s')).
m Value function of policy 7
H
Z ry(Spr, apr)|sy = s|.
h'=h
m Upstream offline multitask learning: T tasks, each task t: M! = (S, A, H, Pt,r?).

P | s,0) = (@5 (s, a), 1 (), Vs, € S,a€ A

Vf?’pﬂs) = E(sh/,ah/)N(P,ﬂ)

m We have access to offline dataset D = {J;¢ipy, he[H] DY vvhere

h ’
Dgﬁ) = {(sg t), gm, ;lm, thl}ZE ] WIth s%ﬁ ~ P (%, >( ] ;L’w) and D? was collected
using a fixed behavior policy 7Tt°

m Downstream target task T"+ 1 with

PETH(S 5. a) = (05 (s, a), 1T V() Vs, s € S,a€ A

Goal of Upstream and Downstream Tasks
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Figure 1. Upstream and Downstream Task Overview
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Algorithm: Multitask Offline Representation Learning (MORL)

m Learning jointly via offline Multitask Maximum Likelihood Estimation (MLE) oracle

35t (s ko1

(Cgha ﬁ%”, e ,ﬁ%ﬂ) = argmax

ey, oy, €V =1 =1
m foreacht e {1,...,T} define:
» estimated transition kernel: ;Lt)(sl | s,a) = <$h‘(8,a),‘ﬁg>(3/)>.‘ |
» empirical covariance matrix: s o ¢h(5§f’t>, ag’w)%(sg’w, ag’w)T + Al

h,¢

» penalty term: pif >(sh, aj) = min {Oz|gbh(sh, ah)H (1) )1 1}.
h,¢

» Get policy 71 = argmax VB g
m Output: 5, }3<1>,...,}3(T),5T\1,---7%T

Theoretical Result on Upstream Task

Definition 1 (Multi-task relative condition number). For task ¢ and time step h, we define

Cg“’h(m, /) as the relative condition number under ¢; :

mTE@h?ah)N( plt) o) |95 (Shy AR )P (S, ap) 'z

T]w'

C’;‘h(m,ﬁf) ‘= sup
’ zeRA xTE(Sh,ah>N( Plst) by 07 (51, ap) b7 (sp, ap)

We define Cf = max,¢1g) Cf j, (mt, 7?) and C* .= max;cr) Cf

Theorem 1. Under realizability assumption, with probability at least 1 — ¢, for any step h € [H|, we

have
1§T:E 1B 1) — HOC L] ] < 210g(2|®| ¥ |TnH/5)
£ (sp,ap)~ ,wf) h Sh, ap A Sh, Qp ] = T ;
where gb,P PT) pe the output of MORL.

T
In addition, if we set o = /2nw(, + Ad, A = cdlog(]@H\If\TnH/é) with ¢, 21Og<2|q)”§j| ni /o)

and ¢ being a constant, where we assume that w = max; maxg a(l/ﬂ't< \s)) < oo, then under
rea//zabillty assumption, with probability at least 1 — 9, we have

/ * / * /

\/\/here {Wt}te[T] is the output of the algorithm MORL.

Connecting Upstream and Downstream tasks
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Downstream RL: Reward-free Exploration

Theorem 3. Under the above assumptions, after collecting Krgg trajectories during the exploration
phase, with probability at least 1 — 9, the output of the planning phase, policy w satisfies

EgjmpuVi'(s1,7) = V" (51,7)] < C’\/dBH4 log(dKgreH /8)/ Kreg + 6H Egopn (1)

If the linear combination misspecification error & satisfies O (\/d®/ Kpeg) and the number of trajectories

in the offline dataset for each upstream task is at least O(TKRFE/d3) then, provided Kpeg Is at least
O(H4d3 log(dHs e~ 1) /€2), with probability 1 —§, the policy m will be an e-optimal policy for any given
reward during the p/anning phase.

Algorithm Sample Complexity Task

FLAMBE [Agarwal et al., 2020] 5(H2%K9) Single task
MOFFLE [Modi et al., 2021] 5(m[£?€117ﬁ54}) Single task
RAFFLE [Cheng et al., 2023] O(H K\ Single task
This work O(H4d5) Multi-task

6

Table 1. Sample complexities of different approaches to learning an e-optimal policy for the reward-free RL setting
with low-rank MDPs.

Downstream RL: Offline RL and Online RL

Downstream Offline Task:

Assumption 4 (Feature coverage). There exists an absolute constant x, such that for all h € [H|
and ¢y, € . Amin(Epldp(sn, ap)dn(sp, ap) ' |s1 = s]) > «).

Theorem 5 (Downstream offline task). Under the above assumptions and the sample size Nog >
40/ kK, - log(4dH /6), with probability at least 1 — ¢, the suboptimality gap of offline downstream task is
at most

: ~ _1/2 log(HdNog max(Egown, 1)/0)  —1/2
VIZ(*,TH) T(S)_v;(*,TH) (5) < O( / HQd\/ = Nyt = THRp / Hle/Qfdovvn '
’ @)

Downstream Online Task:

Theorem 6 (Downstream online task). Let 7 be the uniform mixture of7r1, . ,7TN0”. Under the above
assumptions, with probability 1 — 9, the suboptimality gap of online downstream task satisfies

0 N2 3/2 ar—1/2 2
V;(*aTH),T B Vg(*7T+1),r < O(H"d / Non / + H d€gown)-

For more details check the paper!

m Assumptions: reachability of behavior policies, compact state space, smoothness of transition
probabilities, and approximate linear combination.

Lemma 2. Under the above assumptions, the output ¢ of MORL s a Edown-approximate feature for MDP
MTHU where o = € + G102, 2T 0BCIRITnH o)

mn
(signed) measure p* over S such that for any (s,a) € S x A, we have

1P s a) = (G, a), BRIy < Edown:

. l.e. there exist a ime-dependent unknown
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